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MG/OPT Framework [Nas00]

Consider
x"=arg min F"(x").

xheRN

Fh(-) is smooth = “Relaxation” — Jacobi, Gauss-Seidel, Gradient
Descent, Nesterov’s Acceleration, LBFGS etc.

Consider (N; < N)

x"=arg min FH(x")—vIx" - Coarse Problem

xHecRNe
where vy = VFH(x!) - RVFH ( .
R € RN>N _ Restriction &  x}' = Rx]
Define P € RV*Ne — Prolongation
MG/OPT - two-level:

Relax. CGC

Xo == X == | x4 = X+ BP(x" — x}1) Relax,

CGC: Coarse-Grid Correction

Multilevel: recursively a5



Sequential Subspace Optimization (SESOP) [Zib13]

Consider
min F"(x").
xheRN
Formulate a subspace
Pr = [¢V9:h(xli<7)78k;8k—1,"' 78k—|'|+1] , M>o.

® : Preconditioner & &8 =x—x' , & [ : Size of histories
SESOP:
B _ ; h(yh _ B+
Xo = Ol = arg m&nf (X +Pr) = Xkr1 = Xk + POl — ...
Pros: General framework & Optimal convergence rate — O(7;) &

Same as Conjugate-Gradient (CG) — Quadratic
Cons: May need high complexity — solving ming F"(x} 4B« )
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SESOP-TG: Merge MG/OPT and SESOP [HYZ18]

Remind SESOP:

P = [OVF(x]), 84,81, , k1]

Our scheme — add CGC in B:

T = [0V,

P(

x—x/!

)

SESOP-TG-I1: TG means two-grid

CGC& B,

B8, B

. > - CGC&Y.
Xo === @ =argmin FX+PrO) = X1 = X+ PrOk SOCB,
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Convergence Factor Analysis on Linear Problems
Consider ]
x* = argmin EX([AX —fTx, A-0
X
SESOP-TG-1:

X = Xy—1+Cq (Xk,1 — Xk,2) +0e () (f — AXk71 ) +Cs3 PA;1 R(f — AXK,1)

/

History Pre. Gradient CGC

Ay : coarse-grid matrix approximating A
Elliptic PDE: Ay rediscretization or Galerkin formula - Ay = RAP
Denote by ex = x* — x,. We have

ex=lex_1 —crex_o,

where ' = (1+c¢1)I — (c2® + cPA R)A.
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Convergence Factor Analysis Continued

Remind
ex=lex 1 —crens.

Define Ex = Lek } . We have
k—1

Ec=TE. 1, T= [I’ o I}

I 0

By a giving ¢y, ¢z, c3, the asymptotic convergence factor r is

r=p(T)

where p(-) the spectral radius operator.
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Optimizing Fixed Stepsizes

i, Cp, C3: subspace minimization & each iteration - SESOP.
Existing optimal fixed one?
The answer is Positive
But How?
r = min
(c1,c2,05) = min p(T)

linear search ?

Let us see :-)
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Optimizing Fixed Stepsizes Continued

Remind
ex=le1—crens,

where = (1+¢1)I— (c2® + c;PA;'R) A.
Define W, = adA~+ (1 — o) PA,,' RA with o € [0,1]. Then
M= (1 +C1)I—023Wa

with co3 = ¢ + C3.
Denote k = % the condition number of W,.

Optimal Convergence Factor of SESOP-TG-1 [HYZ18]:

VKT
foot = /i1
. o \/E_1 2 o 4 . .
by choosing ¢ = e and o3 =| 57— EEE with a given a.
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Optimizing Fixed Stepsizes Continued

Remind

Fopt = ﬁ; and k = cond(Wy)

where Wy, = a®A+ (1 — o)PA,' RA with o € [0,1].

Remarks:

Vit
» o =1, retain Conjugate-Gradient (CG) rate

2
> = (‘/@1) - ill-conditioned & using history is significant.

» ao=1& ¢ =0, Topt = retain gradient descent rate

K+1 ’
» only need to find a bounded o for minimizing k rather three —
MiNg, c,.c, P(T) — relatively simple

Left:

Find o0 to minimize ¥
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Optimizing K - Theoretic Insights

Assume Ay = RAP (Galerkin form), ® = I, and the columns of P are
a subset of the eigenectors of A.
Denote by R (I1') the range of the prolongation and

Nimax = Max 1nj, Nimin= mMin  1N;
fmax i . R( ) 1 fmin i . K( ) Iy
Nemax = Max 1n;j Nemin = Min_ 1;.
cmax fow; K( ) Iy cmin iw; R( ) ]

where 1; and w; are the eigenvalues and corresponding eigenvectors
of A.

We have
1
=l —<
(xoPt 1N fmin—Nemin — 1’
_ TTI]Z% if MNtmax — MNfmin > Nemax — Nemins
Kopt = 1 4 NomaxNemin  therwise
Ntmin :

Remark: 1+ femacTemn o lmax 4 4 2 & 1,y = m2x _ jj|-gonditioned
n fmin T] fmin n fmin

11/25



Optimizing x - In Practice

It is challenge for a general A.

But if A is formulated from an elliptic partial differential equation (PDE)
with constant coefficients, we can optimize K in practice.

Strategy I. Local Fourier Analysis
Example: two dimensional & two-grid analysis

Denote:
Tov: [-Z, g)z & Ly, the elliptic operator & Ly,(81,02) the symbol of Ly,
Remind: Wy, = 0lA+ (1 — o)PA,' RA (extend to & # I obviously)

The eigenvalues of Wy, < 4 x 4, |7v§1 92 over the whole (01,0,) € TIow

V~V21 B2 _ 062\91’92 + (1 o a)ﬁehez (2\?_’1 -,92> -1 ’}91792;491 ,02
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Optimizing x - In Practice Continued
Strategy | and Example continued:

Wg1 792 — a;&(ﬂ ,92 + (1 _ a) i':91 ,92 (A[e-; 762) - '“:"991 ,92 2\61 ,92

Ln(61,62) o
AB1.62 — Ln(61,62) ) .
L(81,62)
Ln(61,62)
2‘9141 % = %Zh(291 ,20,) — rediscretization
or

Z‘GIJ 92— RO, (204,20,)P% % — Galerkin form

= 0;+m ifO; <0 .

O = { o,—m if6; >0 '~ 12

where R%-%2 ¢ RR4*1 and P92 ¢ R** denote the symbols of R and
P, respectively.
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Optimizing «x - In Practice Continued

Strategy II: Evaluate on a small size of grids - deterioration

m $i

h

h62

Result: Evaluating the eigenvalues of Wy becomes easily

Linear search = mingc[o 1] cond(Wy) = e.g., MATLAB “fminbnd”

14/25



What Is Left?

» Two-level = Multilevel : recursively

» The connection with h-ellipticity measure

_ min{|L,(@)| : 6 € TMo"}
EL) = ax([Tn(0)]- 0 € T

i 2
where TM9": [—m,m)?\ [-2,2)".
ill-conditioned: Kopt = & = Fopt = : - \/% - Ideal One

ﬁ

Remind: Theoretic Insights
» Find the details = our paper [HYZ18]
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The Roated Anisotropic Diffusion Problem - Linear

Problem description:
Lu=f

where

Lu=(C?+&S%)uy +2(1 —€)CSuy, + (eC* + S?)uy,
with C =cos¢ and S = sino.
Discretization:

—3(1—g)CS eC?+S* 1(1-¢)CS
Lh= = C?+eS$2 —2(1+4g) C?+eS?
1E(1—£—:)CS €C?+ S2 —%(1 —€)CS
Coarse problem: rediscretization
Bilinear and Full-weighting
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Linear Continued - Stepsizes & Subspace Minimization
Fine 64 x 64 grids & Dirichlet Boundary Condition
TG: Jacobi with optimally damped factor

Residual Norm:

£ — ]l

Convergence Factor:

£ ug — ][

R @e=1.9=0

Residual Norm History




Linear Problem Continued - SESOP Vs Fixed Stepsizes

Fine 64 x 64 & Periodic Boundary Condition

The comparison of convergence factor versus diff. methods
SESOP - Geometric average of the last 10 iterations

o e Bilinear Bicubic Ideal One
SESOP | Fixed | SESOP | Fixed

0 1 0.332 | 0.332 | 0.333 | 0.331 0.333

g 10~% | 0.570 | 0.563 | 0.537 | 0.532 0.587

g 1074 | 0.572 | 0.565 | 0.538 | 0.533 0.588

% 1073 | 0.509 | 0.500 | 0.457 | 0.443 0.446

% 10~* | 0.511 0.502 | 0.458 | 0.445 0.446
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Linear Problem Continued - Deterioration of Strategy |l

Denote

opt
2 109700
opt
109 Mnum

Iratio(Num) =

(e) Various ¢ (f) Various €

Result: working on| 128 x 128 | but solving | 1024 x 1024 | & less

additional computation - benefit if work on a huge problem

19/25



Linear Problem Continued - Multilevel Results

fine 1024 x 1024 & determine 64 x 64 — 1.5 seconds & Dirichlet
W-cycle, 2 pre- and 1 postrelaxation only coarse levels

» SESOP-MG-1-Fixed:
fixed stepsizes

» SESOP-MG-1:
subspace minimization

» Standard MG:
Jacobi relaxation with
optimally damped
factor + Coarse-Grid
Correction

» PCG-MG:
Preconditioned CG
with standard MG as
the preconditioner

<<<<<<<

()e=10"30=1% ()e=10"30=1%
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p-Laplacian Problem - Nonlinear

Problem description:

min, F (u(x,y)) = fo [[Vu(x,y) +E[I° — f(x, y)u(x, y)dxdy
suchthat u=0 on d9Q,

where p € (1,2).
PDE form:
(HVU+§HP 2VU) —finQ

u= on 99Q.
& > 0 regularization & avoid a trivial value in the denominator part.
Coarse problem: rediscretization
Bilinear and Full-weighting
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Nonlinear Problem Continued
Fine 1024 x 1024 & gradient descent as relaxation — SESOP-MG-1
and MG
Newton as subspace minimization and BFGS for the coarsest level
9x9

(m)p=1.6 (n) p=1.6 22125



Nonlinear Problem Continued - History

Fine 1024 x 1024

=1 =13
10° p=13 106 P
SESOP-MG-1 SESOP-MG-1
SESOP-MG-2 SESOP-MG-2
104 ~ =~ SESOP-MG-3 104 ~ '~ SESOP-MG-3
— — - SESOP-MG-4 — — — SESOP-MG-4
SESOP-MG-5 SESOP-MG-5

107
10
106
0 20 40 60 80 100 120 0 100 200 300 400 500 600
lterations Seconds

(0) p=1.3 (P) p=1.3

More experiments and the detail of our analyses = our paper [HYZ18]
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Thanks & Questions?
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